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® Critical — 7 Accuracy/Mistranslation 10
® Major G 12
Accuracy/Omission 6
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Fluency/Register 5
Fluency/Grammar 4
Terminology 3
Scoring Formula Error Weights
Penalties are normalized by translation length in tokens Penalties are subtracted from the score based on error
(XLM-R SentencePiece). This ensures better severity:
unification across languages (e.g. for CJK languages) ® Critical 25  pts
compared to word counts.
® Major 5 pts
Total Penalty = ¥ (Error count x Error weight) Minor 1 pts

Score (%) = (1 — Total Penalty + Total tokens) x
100

Pass if Score > 99.0 % , otherwise Fail.



Detailed Error Log

SEVERITY CATEGORY

Accuracy/Omission

"[1, 2, 3, 4]" after this
phrase has been omitted.

Critical

SOURCE | TARGET PENALTY

Multilingual automatic speech 25
recognition (ASR) models have
gained significant attention for
their ability to recognize
multiple languages using a
single model [1, 2, 3, 4], as
illustrated in Figure 1(a). Recent
advances have led to
impressive performance in
various languages through
large-scale supervised or self-
supervised pre-training [3, 5, 6,
7, 8,9, 10, 11, 12]. For example,
Whisper [6] is trained on
680,000 hours of weakly
multilingual data, enabling it to
generalize effectively across
standard ASR benchmarks,
while USM [9] leverages 12
million hours of unlabeled data
to achieve robust cross-lingual
performance. Despite these
advances, the application of
multilingual ASR systems with a
single model still faces
significant challenges. Phonetic
differences, syntactic
variations, and vocabulary
disparities across languages
make it difficult to achieve
consistent universal state-of-
the-art (SOTA) performance.
Moreover, imbalances in
training data between high-
resource and low-resource
languages further limit the
single-model solutions.

LEBBEsEERH (ASR)

EFILIE. B—DETIL THE
BOEBZRHTEDEWVWDEE
AhS, EFEFEZEHTVE
9 (R1(a)=25HR), mADE
FICK D, KRIELGHENS D ZF
BYrECHMHDFETICLDE
FIEEEZBEL T, BMARKRSET
BNICEENRIBINTWET
[3, 5, 6,7 10, 11, 12]. HIZ

(£, Whisper[6](d. 687K
DESET—Y TEEINTH
D, EERRASRRY FI—

ZIEBWVWTEWNLEEEZ FIE
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SEVERITY CATEGORY SOURCE | TARGET PENALTY IMPACT

LEd, —A. USM[9]iF
1200 AEEI DO SNV LT —
YEFBATZET. BELRS
EBMEZERLTVWET, L
MNUEBNS, B—ETI/ILZAV
ﬁ." SEBASRY AT LADIGHE
CIKREUTRELEEEE
meivonﬁﬁw BEMNE
2, BXOLKE. BEOHEE
BREN, —BUEEDHERE
(SOTA) ZEHT S &R
HcLTWET, =5, YV
—ANBERSEEVLBVWSE
BDREET—7ICHIT DR HE
M. B—ETI)LOERE % IR
ITEEREBR>TVET,

Critical Accuracy/Omission Multilingual automatic speech 25 1.25%
recognition (ASR) models have

gained significant attention for
their ability to recognize
multiple languages using a
single model [1, 2, 3, 4], as
illustrated in Figure 1(a). Recent
advances have led to
impressive performance in
various languages through
large-scale supervised or self-
supervised pre-training [3, 5, 6,
7, 8,9, 10, 11, 12]. For example,
Whisper [6] is trained on
680,000 hours of weakly
multilingual data, enabling it to
generalize effectively across
standard ASR benchmarks,
while USM [9] leverages 12
million hours of unlabeled data
to achieve robust cross-lingual
performance. Despite these
advances, the application of
multilingual ASR systems with a
single model still faces
significant challenges. Phonetic
differences, syntactic
variations, and vocabulary
disparities across languages
make it difficult to achieve
consistent universal state-of-
the-art (SOTA) performance.
Moreover, imbalances in
training data between high-
resource and low-resource
languages further limit the
single-model solutions.

ZEmEHEFRA (ASR)
EFIE B—DETIILTER

8 and 9 have been omitted.



SEVERITY

Critical

CATEGORY

Accuracy/Mistranslation

“ASR"” is an abbreviation for
“"Automated Speech
Recognition.” Since it does
not include the word " €7
JL (model),” it should not
arbitrarily change the word
order. And, "Automated"
has been omitted.

SOURCE | TARGET

DEEBZRHTETZEVSEE
Mo, EFEFEEEDTVWET
(H(a)z&H]), maDES
IC& D, RIRELHEENSD D FEE
PECHAH D FEBICKBER
FEZBEUT, RRIBEBTE
NICHEENERINTWET
[3, 5, 6, 7,10, 11, 12] » #l %
£, Whisper[6](d. 685K
DEEEBT Y TEBINTH
D. ZEMNZASRRY FY¥—
JICEWVWTE WAL IEREZ RiE
LEd, —A. USM[9]iZ.
1200 AEEE DO SNV LT —
YEFBETZDET, BERS
ERMEZEERULTVWET, U
MUBNS, B—ETIILZAN
fc%S5BASRY AT LADIGHE
&, IRE L TREREEZRE
ZATWET, SEFROEFENZE
2, BXOLKE. BEOEE
BREN, —BUIREDMHEERE
(SOTA) ZEMT S &ZzR
HCLUTWET, =5, UV
—ANEEREBEALBWERE
BOZEET—5 LR T DR
. B—ETI)LOFEREK%EFIR
THEREHF>TVWET,

A common strategy to address
these challenges is to use a
language identification (LID)
model that first detects the
language of the input speech
before invoking the
corresponding SOTA ASR
model for transcription, as
shown in Figure 1(b). However,
this two-stage approach has its
drawbacks. Many SOTA models
are commercial [12] and incur
usage fees based on the
volume of processing, making
this method costly. Additionally,
an incorrect LID prediction may
trigger the wrong model,
further affecting the user
experience [13].

INSOFREICHLT Z/HD
—BBFEELT ETAS
BEDEFEZHAT 5 SEHA
7))L (LID) ZERAL. 20

PENALTY

25

IMPACT

1.25%



SEVERITY CATEGORY SOURCE | TARGET PENALTY IMPACT

#. WIHI 2REMD B0
#ETI (ASR) ZMFUHL
TXFRIUETSHENSHD
9 (®1(b)zsR), LM
U. COZEEOY 7O0—FIC
EW DD DRENHDFT,
ZL DREHRETIVIZERTH
D[12]. MIBE (T U TH AR
ENFRET Z1H. TDHEE
JZXRDBHIDDFET, T5(T,
SEHNDOFANR > TWBIE
A, BotETETILANERE I,
A—HY—TIARYIVRAICE
HEZRIFITAREENHDFT
[13],

Critical Accuracy/Mistranslation The invocation decision 25 1.25%
accuracy (ACC) and F1 scores

are approximately 70%,
supporting our hypothesis that
SLLMs can effectively
differentiate speech inputs
based on complexity. Although
SIMA exhibits a slight WER gap
compared to LID-Top, it
reduces invocation costs by
approximately 0.51x across the
three datasets, significantly
lowering associated expenses.

BHEnAaDIEE (ACC) &F1
7. WInH#H70% T
HOH., Ihid. KEESEET
L (SLLM) »', BEDEHS
ICEDVWTHRNICXRITES
EWSRHEZ/HITZHDT
9, SIMA(E. LID-Top & LbER
ULThIhICEERNE
(WER) i"EWHD®D, 3D
DTF—9 vy h2kT, BUH
Lichm 3R ~%E#0.5165
ICHIR L. BEEYT 2ER% KR
ICERULET,

“invocation decision” is
translated as "FFCMNM U DH)
#1" but this has been
mistakenly rendered as "&
Fieq (Speech
Recognition)." This is a
critical error.

el Accuracy/Mistranslation The invocation decision 25 1.25%
accuracy (ACC) and F1 scores

are approximately 70%,
supporting our hypothesis that
SLLMs can effectively
differentiate speech inputs
based on complexity. Although
SIMA exhibits a slight WER gap
compared to LID-Top, it
reduces invocation costs by

"/Z" means "to," not "by."
This may lead to
misunderstanding.



SEVERITY

Critical

Critical

CATEGORY

Accuracy/Mistranslation

This translation engine
arbitrarily interprets it as
"& U (high)," but the
original text only states "p
IHOEEDH S (exhibits a
slight gap). "This may lead
to misunderstanding.

Accuracy/Mistranslation

The relationship between

"out-of-domain data" and

"FLEURS" is not a parallel

connection linked by "

(and)," but rather "~T&
~ (as)."

SOURCE | TARGET PENALTY

approximately 0.51x across the
three datasets, significantly
lowering associated expenses.
%ﬁm&whﬁ=mcm EF1
7l L\‘M’L%%’WO%T\‘
&D\;nm ARESEE
JL (SLLM) A%, EP@%’E%‘EZ—Y
ICEDVWTHRNICKAITES
EVWSRREXFITZHDT
9, SIMA(E. LID-Top& HEER
L ThdhIcBERDE
(WER) B@W\WHD®D, 3D
ODTF—5ty h&FT. FUH
Lichhad IR ~Z#0.511F
ICHIRL. BB&EY 2EMAZXK
MEICERL £ T,

The invocation decision 25
accuracy (ACC) and F1 scores
are approximately 70%,
supporting our hypothesis that
SLLMs can effectively
differentiate speech inputs
based on complexity. Although
SIMA exhibits a slight WER gap
compared to LID-Top, it
reduces invocation costs by
approximately 0.51x across the
three datasets, significantly
lowering associated expenses.

EFWW&@FF:MCC)&F1
7l m?n%%m%ﬁ
&D\;nu ARUEEETE
JU (SLLM) A, amw%ﬁ%ﬁé
ICEDVWTHRNICKRITE S
EVWSRBREZFITZHDT
9o SIMAIE. LID-Top& HLE
ULThIhICHEERDHK
(WER) "BWHD®D, 3D
DT—9 %y h2tkT, BUH
Lichha IR ~%=#0.511%
ICHIR L. BhET 2 ER%Z KIE
ITIER L E T,

Although the current SIMA 25
model significantly improves

WER, it still lags behind

Whisper [6] on out-of-domain

data, FLEURS [28]. This

limitation stems from our initial
hypothesis that the base SLLM

model can effectively perform

the invoke task. Our base SLLM

IMPACT

1.25%

1.25%



SEVERITY

Major

Major

CATEGORY

Accuracy/Omission

“Automated” has been
omitted. "ZEZEEEFH
#" is more accurate.

Terminology

In this context, "# &R/ "
Ir—=>3>"|s the
appropriate translation.

SOURCE | TARGET PENALTY

model [29] is inherently weaker
than specialized models such
as Whisper because of the
limitation of training data. In
future work, we plan to adopt
Whisper [6] as the base model
and further refine the SIMA
system to improve the ASR
performance of the SOTA
model.

BEDSIMATT /LI, BEEESR
#HEE (WER) ICE8WTKIE
BEENESNE I, KA
L TWhisper [6]ICEERT,
PET—YEIFERZT—F
Ty N (PORNATRAAVT
—#) PFLEURS [28] I
TIEMHRENS D FT, ZDOHFIR
& HHDREFETHD "N—2
DSLLMEFT LA, HFEDHY R
VEMROICETTES) &L
SEZAFICEDIVWTWEYT, ¥
HDOR—=R ERBZSLLMETIL
[29] . 2B T—¥ OHlHH
5. Whisper® & 5 25EFH
BRETIVICHANRT, REMICHE
ENEDET, SBOMRT
I&. Whisper [6]2X—ZXET
JLEUTHEAL, SIMAY X T
LZE5ICRRIBIET. &
FIHETIL (SOTA) DEFER
HMtgEE M LS TS & aEE
LTWE,

Selective Invocation for 5
Multilingual ASR: A Cost-

effective Approach Adapting to
Speech Recognition Difficulty

L ERER M ICBITBER
RMIFOHU : EFERBOHRZE
KEbETRELT 2. BAX
MRDOFWFE,

Multilingual automatic speech 5
recognition (ASR) models have

gained significant attention for

their ability to recognize

multiple languages using a

single model [1, 2, 3, 4], as

illustrated in Figure 1(a). Recent
advances have led to

impressive performance in

various languages through

IMPACT

0.25%

0.25%



SEVERITY

CATEGORY

SOURCE | TARGET PENALTY

large-scale supervised or self-
supervised pre-training [3, 5, 6,
7, 8,9, 10, 11, 12]. For example,
Whisper [6] is trained on
680,000 hours of weakly
multilingual data, enabling it to
generalize effectively across
standard ASR benchmarks,
while USM [9] leverages 12
million hours of unlabeled data
to achieve robust cross-lingual
performance. Despite these
advances, the application of
multilingual ASR systems with a
single model still faces
significant challenges. Phonetic
differences, syntactic
variations, and vocabulary
disparities across languages
make it difficult to achieve
consistent universal state-of-
the-art (SOTA) performance.
Moreover, imbalances in
training data between high-
resource and low-resource
languages further limit the
single-model solutions.
ZEEREEERH (ASR)
EFILIEE. B—DETILTER
UDIZIEID D'b\ﬂﬁ_cgétb\—Bﬁg
Mo, EFEEZEEDTVWET
(H1(a)zZ2HR) . mEDES
K& D, KIRIELGHEENS D FE
PHOHEH D FEICKDEH]
FHEZBEU T, RABERZET
NEEHENEERINTWET
[3,5,6,7 10,11, 12], #lx
£, Whisper[6](&. 687K
@&mmT QT%EéhT%
’7 lEEVWTEWA LR Z RKIE
LET, —A. USM[9]iZ.
1200 B D ZRNILELT—
YEFNEITDIET. BELGRE
SHRMREZERLTVWEY, L
MNUBNS, B—FEFTILZEN
7&: z = unASR/XT.L\ijﬁH
&, RARE L TKRERTEEZE
ATWET, SBEEOERNZE
R, BXOZKIE. FEOHE
EBRREN, —BUIREDMHRE
(SOTA) ZEHT 5 &R
#iC L/Tl,\ia“o T, YV
_Zb\ ::nl:lf\: J\j&‘l\mnn

IMPACT



SEVERITY CATEGORY SOURCE | TARGET PENALTY IMPACT

MOSBT—5 6 2R
n, B—ETILOBREE HIR
TREREB>TLET,

Major Accuracy/Mistranslation A common strategy to address 5 0.25%
these challenges is to use a

language identification (LID)
model that first detects the
language of the input speech
before invoking the
corresponding SOTA ASR
model for transcription, as
shown in Figure 1(b). However,
this two-stage approach has its
drawbacks. Many SOTA models
are commercial [12] and incur
usage fees based on the
volume of processing, making
this method costly. Additionally,
an incorrect LID prediction may
trigger the wrong model,
further affecting the user
experience [13].
INSDEBEICHILT B1=HD
—BBRFEE LT, FTAS
HEDEEZHNT 2 E5EH
E7J)L (LID) ZERL. 20
%, WG9 2RIEIHDFFE R
ET)L (ASR) ZFUOHLT
XFRIUVETSHENG D F
I (R(b)z&®R), LML,
COZEREO7 7O—FICiEW
KODDR\EMHBDHFET, %<
DEREmETIVIEERETH D
[12]. AEBEICHU THARE
NRETDH. CDAEIED
AN DET, 5.
EHAIOFRNER > TWBG
B, BRoETILANEIRE .
AI—HF—TIARYIVRICE
FEERIFIAREENH D FT
[13].

“LID" is an abbreviation for
“language identification.”
Since it does not include
the word “model,” it should
not arbitrarily change the
word order.

Major Accuracy/Mistranslation A common strategy to address 5 0.25%
these challenges is to use a

language identification (LID)
model that first detects the
language of the input speech
before invoking the
corresponding SOTA ASR
model for transcription, as
shown in Figure 1(b). However,
this two-stage approach has its
drawbacks. Many SOTA models
are commercial [12] and incur

“trigger” should be
translated as “ N U /—9 3"



SEVERITY

Major

CATEGORY

Accuracy/Omission

"Automated" has been
omitted.

SOURCE | TARGET PENALTY

usage fees based on the
volume of processing, making
this method costly. Additionally,
an incorrect LID prediction may
trigger the wrong model,
further affecting the user
experience [13].

INSDORBICHNT BcHD
—WRFEE LT, £FTAA
BEDOEEZHANT 2 SEHA
E7)L (LID) Z=EAL. 20
. WINT B RFEIHDEE soak
E7I)L (ASR) ZIFUHEL T
XFRIUVETSHENH D F
3 (B1b)z&R), LA L.
OO 7 7A—FIciEW
<O DR\EHIBNDFT, %<
DREHRETIVIZERETSHD
[12]. MIBE(CIE U THERE
MERET DD, OAEEFD
AR DET, 5. 5
EHABDOFRENR > TWBEG
B, BotETILNBEIRSE
h, 2—4¥—-—T/2AXRJVITY
ACEHER KT I AEEELH
h%x9[13],

Motivated by these limitations, 5
we propose an alternative
strategy that selectively
invokes models based on the
complexity of the input speech.
In ASR tasks, the recognition
difficulty varies significantly.
Under clean acoustic
conditions with simple
vocabulary, both the SOTA and
regular models typically yield
low word error rates (WER).
However, in noisy or
acoustically challenging
environments, the WER
increases [14, 15, 16, 17], where
robust SOTA models generally
perform better [6]. This
observation raises a key
question: Can we distinguish
between simple and complex
speech inputs and adapt our
ASR system accordingly?

INSOFIKNS, B,
ANEEOEHRSICHUTET
IVEBYCRIRT 5. B DEES
ZRELEY, Bhson

IMPACT

0.25%



SEVERITY CATEGORY SOURCE | TARGET PENALTY IMPACT

(ASR) D¥R7ICHWNT,
BEOEHEGTEIIKELELRDE
9, BERRENIY T T, BE
NEMREE. Rik
(SOTA) EFIL&—fBHAE
TILOWA T, BEIFEVEE
BDhXE (WER) AE5h=E
I, LA L. BENSWVRE
P, FENICRERIRIETIE,
WERHME L £ 97[14, 15, 16,
17]e ZDO&SHRRTIE, B
FERELRTTILOAL—IKRE
ICENHRZRELET
[6]le CDZENE, BEERLE
RnEENE T, Bicbid, 8
MaEECERETEROX %
D, ZNITH U TASRY X
FLAEBERSEZZENTES
TL&SM?

Major Terminology The results indicate that, due to 5 0.25%
the selective invocation of

SOTA models, the SIMA model
achieves significant WER
reductions of 18.6%, 9.3%, and
28.2% relative to the base
model on the three datasets.
Furthermore, compared to the
random invocation strategy,
SIMA consistently delivers
lower WER, with improvements
of 6.6%, 4.2%, and 16.8%.
Notably, the improvement on
the FLEURS dataset is
especially significant, as it is
out-of-domain for the base
model but in-domain for the
LID-Top model. These findings
convincingly demonstrate
SIMA's remarkable ability to
precisely determine when to
invoke the SOTA model, thereby
optimizing overall ASR
performance.

ZOHERM S, SIMAET L

. RFEWETIL (SOTAET
V) ZBYNSERNICHAY %
ZET R=IAETFILEHEL
T, 32D7—=%tEYy ~TEN
ZhNn18.6%. 9.3%. 28.2%¢&
WS KiIE7: BEERAT 7 —X

(WER) DHIRZZERL XU
feo EBIC. TYITLBETIV

This is not an industry-
standard expression.



SEVERITY

Major

CATEGORY

Accuracy/Mistranslation

The correct translation is
"EIFTHND," not KA D."

SOURCE | TARGET

BEIRMEE & LEE L T, SIMAE
TIiEF—EB U TIEWWER%Z R
L. ZNEN6.6%. 4.2%.
16.8%DHENESNFL
fco #5IC. FLEURST—%t v
NIHITZDHEIFEETHD.
ZHIERNR—ZEFIIcE>TIE
KHDEHTHBDITH U,
LID-TopETILICE > TIEEE
HROBBTHDH T, &
nsERIE. SIMAET L
M. BEmETILZE WDOFIEYT
NENZEIEFEICHINT BN
BENEE > TWB I & %REREIC
RUTED, ThickDh, 2K
N EFE e RBEL S T
£,

The results indicate that, due to
the selective invocation of
SOTA models, the SIMA model
achieves significant WER
reductions of 18.6%, 9.3%, and
28.2% relative to the base
model on the three datasets.
Furthermore, compared to the
random invocation strategy,
SIMA consistently delivers
lower WER, with improvements
of 6.6%, 4.2%, and 16.8%.
Notably, the improvement on
the FLEURS dataset is
especially significant, as it is
out-of-domain for the base
model but in-domain for the
LID-Top model. These findings
convincingly demonstrate
SIMA's remarkable ability to
precisely determine when to
invoke the SOTA model, thereby
optimizing overall ASR
performance.

ZDREREN S, SIMAETIL

&, REWBETIL (SOTAET
L) ZHEYISERNICFIBAT 2
ZET R—AEFILEHEL
T, 32D7—%tv hTER
Zh18.6%. 9.3%. 28.2%&
WS KIBRBEERHT 5 —=

(WER) DHIE%ZZERLEL
feo S5, ZYITLRETIL
FEIREEL & LB L T, SIMAE
TILIE—EB U TEWWER%Z R

PENALTY

IMPACT

0.25%



SEVERITY

Major

CATEGORY

Accuracy/Omission

"Automated" has been
omitted.

SOURCE | TARGET

L. ZNZNn6.6%. 4.2%.
16.8%DHENESNFL
fco #5IC. FLEURST—%t v
MR 2EILTEZETH D,
ZHNIERNR—ZEFTIIcE->TIE
RHADFEH THDDITT U
LID-TopETILIC &> TIEEE
HROBBTHDHTI, &
hsiERIE. SIMAETIL
M BEBETILEWDFAT
NEN Z EfEICHIKTT B EN T
BENEFE > TWB I & %#REREIC
RULTED, chickb, 2
MR EERREEN M REL ST
£,

The results indicate that, due to
the selective invocation of
SOTA models, the SIMA model
achieves significant WER
reductions of 18.6%, 9.3%, and
28.2% relative to the base
model on the three datasets.
Furthermore, compared to the
random invocation strategy,
SIMA consistently delivers
lower WER, with improvements
of 6.6%, 4.2%, and 16.8%.
Notably, the improvement on
the FLEURS dataset is
especially significant, as it is
out-of-domain for the base
model but in-domain for the
LID-Top model. These findings
convincingly demonstrate
SIMA's remarkable ability to
precisely determine when to
invoke the SOTA model, thereby
optimizing overall ASR
performance.

ZDERENS. SIMAETIL

&, REWBETIL (SOTAET
L) ZHEYISERNICFIAT 2
ZET R—AEFILEHEL
T, 32D7—Fty ~TEN
ZNn18.6%. 9.3%. 28.2%&
WS RIBRBEERHT 57—
(WER) DHIE%ZZERLEL
feo S5, ZVHTLRETIL
FEIREEL & LB L T, SIMAE
FILIEF—E U TEWLWWER%E R
L. #NEN6.6%. 4.2%.

16.8%DHENESNEL

PENALTY

IMPACT

0.25%



SEVERITY

Major

CATEGORY

Terminology

This is not an industry-
standard expression.

SOURCE | TARGET

fco #5IC. FLEURST—%t v
NIHITZHEIFEETHD.
ZHIERNR—ZEFIIcE>TIE
KHDEHTHBDITH L.

LID-TopETILICE > TIEEE
HROBFBTHDHTI, &
nsnERIE. SIMAETIL

M BEHRETILEWDFIFET
NEHN Z IEFEICHIITT BEN T
BENEE > TWB I & %#REREIC
RUTED, ThickDh, 2K
M7 BE R R RE(L S

EER

Although the current SIMA
model significantly improves
WER, it still lags behind
Whisper [6] on out-of-domain
data, FLEURS [28]. This
limitation stems from our initial
hypothesis that the base SLLM
model can effectively perform
the invoke task. Our base SLLM
model [29] is inherently weaker
than specialized models such
as Whisper because of the
limitation of training data. In
future work, we plan to adopt
Whisper [6] as the base model
and further refine the SIMA
system to improve the ASR
performance of the SOTA
model.

WEDSIMAET )LIL, HEEER
#HEE (WER) [C&BWTKIR
BRYENRSNETH, KBKE
L TWhisper [6]ICtERT, %
BT -9 L3RG ZT -5ty
N (FPIRATRAA YT —
%) FLEURS [28]lc& W\ T
ISHERENE D FT, ZOFIR
F. HHOREFETHSD "N—2X
DSLLMET LA, HEDHY R
TZENRMICEITTED) &V
SEZAFICETVNTVWET, #&
HDOR—=R &R BSLLMETIL
[29] &, FBT—% OlKH
5. Whisper® & 5 725K
BRETIVICHART, BRI
NS DET, SHOFRT
I&. Whisper [6]2X—ZXET
JLEUTEAL, SIMAY R T

PENALTY

IMPACT

0.25%



SEVERITY CATEGORY SOURCE | TARGET PENALTY IMPACT

LZES5ICBHRISIET. &
FIHETIL (SOTA) DEFER
HMtgEE M LS BB & aEE
LTWXEY,

Major Accuracy/Mistranslation Although the current SIMA 5 0.25%
model significantly improves

WER, it still lags behind
Whisper [6] on out-of-domain
data, FLEURS [28]. This
limitation stems from our initial
hypothesis that the base SLLM
model can effectively perform
the invoke task. Our base SLLM
model [29] is inherently weaker
than specialized models such
as Whisper because of the
limitation of training data. In
future work, we plan to adopt
Whisper [6] as the base model
and further refine the SIMA
system to improve the ASR
performance of the SOTA
model.

BEDSIMATT /LI, BEEESR
#HEE (WER) [cB8WTKIE
BBENBSNFEITH. KRE
L TWhisper [6]ICEERT, %
BTr—9 BB Z Tt
N FPOMNATRAA YT —
%) YFLEURS [28]Ic&EWT
ISHEBENL D £T, ZDHIER
&, HHDORFETHD "R—2X
DSLLMET /LA, BFEDH R
U ZMRMICETTED, &
WSEZXHFICEDVWTWET,
B DOR—ERBSLLMET
L [29] F. FET—5 DFl
5. Whisper® & 5 7259
HARETIVICHENRT, AERHIC
HRENLHDET, SHROMET
I&. Whisper [6]Z2X—XET
JLEULTHEAL, SIMAY R T
LZESSICHRERTSIET, &
FIHETIL (SOTA) DEFER
HEgEE M LS BB & aEHE
LTWXEd,

Major Accuracy/Mistranslation Although the current SIMA 5 0.25%
model significantly improves

WER, it still lags behind
Whisper [6] on out-of-domain
data, FLEURS [28]. This
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limitation stems from our initial
hypothesis that the base SLLM
model can effectively perform
the invoke task. Our base SLLM
model [29] is inherently weaker
than specialized models such
as Whisper because of the
limitation of training data. In
future work, we plan to adopt
Whisper [6] as the base model
and further refine the SIMA
system to improve the ASR
performance of the SOTA
model.

REDSIMAET /LI, BEE:R
#FIBE (WER) ICHWLWTKIR
BREENRSNEIN, KRE
L TWhisper [6]ICEERT, %
Br—YE3ER2T7—5tY
N (FORNATRAA YT —
%) ¥FLEURS [28]Ic&WT
ISHERENE D £, ZDHFIRR
&, HUORETHD "R—2
DSLLMET /LA, HFEDHY R
VEMRMICETTES) &W
SEZFICEDVNTVET, B
HOR—=ZERBSLLMETIL
[29] . EBT—¥7 OHlKH
5. Whisper® & 5 2EPIHY
BEFILICHRT, AEHCHE
NS D ET, SEROMET
I&. Whisper [6]2X—ZXET
JLEUTHEAL, SIMAY R T
LZEESSICRERTSHIET,
BEHmETIL (SOTA) OF
ERAkREER LSRR
SELTWETD,

Major AccuraCVIOmission Although the current SIMA 5 0.25%
model significantly improves

WER, it still lags behind
Whisper [6] on out-of-domain
data, FLEURS [28]. This
limitation stems from our initial
hypothesis that the base SLLM
model can effectively perform
the invoke task. Our base SLLM
model [29] is inherently weaker
than specialized models such
as Whisper because of the
limitation of training data. In
future work, we plan to adopt
Whisper [6] as the base model
and further refine the SIMA
system to improve the ASR



SEVERITY

Minor

Minor

CATEGORY

Fluency/Grammar

In this case, "& 113" is
more natural.

Fluency/Register

Translating "performance”
as "MEE" is unnatural in this
context.

SOURCE | TARGET

performance of the SOTA
model.

BEDSIMAT T /LI, BEEESR
#EE (WER) [cE8WTKIE

BEENESNE I, KA
U TWhisper [6]ICEENRT,
BTr—9 3B RBRZ Tty
N (FORNATRAA YT —

%) ¥FLEURS [28]Ic&WT

ISHERENE D FT, ZDHFIR

& BHORGFETHD "R—X
DSLLMET LA, HFEDHY R
VEMROICETTES) &V
SEZFICEDTVNTVWET, B
HOR—ZR EBRZSLLMET L
[29] . EEBT—¥ OHlKH
5. Whisper® & 5 25EFH

BRETIVICHART, AEMICHE
ENEDET, SBOMET

I&. Whisper [6]2X—ZXET
JLEUTHEAL, SIMAY X T
LZES5ICBHRIHIET. &
FimETIL (SOTA) O BER
HEgEEm LI &S

BLUTWET,

Selective Invocation for
Multilingual ASR: A Cost-
effective Approach Adapting to
Speech Recognition Difficulty

SEREERBICH I BERA
WUHL : EERBORSEI
AOETREL TS, BAN
HROBVWEE,

Multilingual automatic speech
recognition (ASR) models have
gained significant attention for
their ability to recognize
multiple languages using a
single model [1, 2, 3, 4], as
illustrated in Figure 1(a). Recent
advances have led to
impressive performance in
various languages through
large-scale supervised or self-
supervised pre-training [3, 5, 6,
7, 8,9, 10, 11, 12]. For example,
Whisper [6] is trained on
680,000 hours of weakly
multilingual data, enabling it to
generalize effectively across
standard ASR benchmarks,

PENALTY

IMPACT

0.05%

0.05%
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while USM [9] leverages 12
million hours of unlabeled data
to achieve robust cross-lingual
performance. Despite these
advances, the application of
multilingual ASR systems with a
single model still faces
significant challenges. Phonetic
differences, syntactic
variations, and vocabulary
disparities across languages
make it difficult to achieve
consistent universal state-of-
the-art (SOTA) performance.
Moreover, imbalances in
training data between high-
resource and low-resource
languages further limit the
single-model solutions.

ZEmBEaERERw (ASR)
EFIVIE. B—DETILTEEK
DEBZRHTEDEVWDEE
Mo, EFEEZEEDTVWET
(R1(a)z5HR) . REDES
IC& D, RREGHEH DFEEH
PEOHEH D FEEICKDEF
FHEZBEU T, RABREEBTE
NizHENERINTWET
[3, 5, 6,7 10,11,12], #lx
(&, Whisper[6]l&. 68/
DEEEBT I TEBINTH
D. ZEEMNRASRRY FY—
ZIEBEWVWTEWALEREZ RiE
LE¥d, —A. USM[9]id.
1200 AEEEID NIV LT —
YEMBT B ET, BERS
SEMEEZEERLTVWET, U
NUBNS, B—EFI/ILZAL
1c%EEASRY AT LADISH
&, AL L TKRELRREZRE
ZATWEXY, SEADOERENE
B, BXOZ&kE., BEOHEE
BREN, —BUIREDMHERE
(SOTA) ZERIT B =R
HicLTWET, =5, YV
—ANEERSBELBVWERE
BOREET—FIcH T B 9%
M. B—FEF)LDERE% IR
FHDERER > TVWET,

Vil Fluency/Grammar Multilingual automatic speech 1 0.05%
recognition (ASR) models have

H Hr‘-“v;jf_[é 7”
Thelexpressiont =gl s gained significant attention for

sounds unnatural in this
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context.
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their ability to recognize
multiple languages using a
single model [1, 2, 3, 4], as
illustrated in Figure 1(a). Recent
advances have led to
impressive performance in
various languages through
large-scale supervised or self-
supervised pre-training [3, 5, 6,
7, 8,9, 10, 11, 12]. For example,
Whisper [6] is trained on
680,000 hours of weakly
multilingual data, enabling it to
generalize effectively across
standard ASR benchmarks,
while USM [9] leverages 12
million hours of unlabeled data
to achieve robust cross-lingual
performance. Despite these
advances, the application of
multilingual ASR systems with a
single model still faces
significant challenges. Phonetic
differences, syntactic
variations, and vocabulary
disparities across languages
make it difficult to achieve
consistent universal state-of-
the-art (SOTA) performance.
Moreover, imbalances in
training data between high-
resource and low-resource
languages further limit the
single-model solutions.

ZEEREEERH (ASR)
ETIIF. B—OETILTER
DEBEZTHTEDEVWSHEE
Mo, EFEEFEZEEDTVWET
(K1(a)2&R) . REDES
IC& D, RREGHENH D FE
PHOHEH D ZEEIC K DEH]
FHEZBEU T, RABEEBTE
NrcHENERINTVWET
[3, 5, 6,7 10, 11, 12]. Bz
(£, Whisper[6](&. 687K
0)9:..::.7‘ QT%E—C’?*L_C
B8O, ZEMZASRRNY FT
— 7B VWTEWRILIERE %
BEULEXI, —A. USM[9]id.
1200 AEEEID NIV LT —
YEFBEIT R ET, BERE
SRR ZEERLUTVWET, U
MUBHNS, B—FETFTILZHEN
hy.:.m:.ASR/XTL\ODJTI\ﬁH
MRRE L TKREGRFEEZE
sz\iTo EEROEFNE

IMPACT
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Minor

CATEGORY

Fluency/Register

This is a literal translation
and sounds a bit unnatural,

so it needs to be rephrased.

SOURCE | TARGET PENALTY

2, BXOZKM. EEOHRE
BEMN, —BURRBDMEERE
(SOTA) ZEMIT S &zR
%wamiﬁoéBE\UV
—ANEEREBEALBWERE
Faﬂ@%gi'—gk?oﬁ%z:i’;]@]'
N, B—EFILOFERRZHIR
ITRIEREE > TVWET,

Multilingual automatic speech 1
recognition (ASR) models have
gained significant attention for
their ability to recognize
multiple languages using a
single model [1, 2, 3, 4], as
illustrated in Figure 1(a). Recent
advances have led to
impressive performance in
various languages through
large-scale supervised or self-
supervised pre-training [3, 5, 6,
7, 8,9, 10, 11, 12]. For example,
Whisper [6] is trained on
680,000 hours of weakly
multilingual data, enabling it to
generalize effectively across
standard ASR benchmarks,
while USM [9] leverages 12
million hours of unlabeled data
to achieve robust cross-lingual
performance. Despite these
advances, the application of
multilingual ASR systems with a
single model still faces
significant challenges. Phonetic
differences, syntactic
variations, and vocabulary
disparities across languages
make it difficult to achieve
consistent universal state-of-
the-art (SOTA) performance.
Moreover, imbalances in
training data between high-
resource and low-resource
languages further limit the
single-model solutions.

ﬂaanﬁéﬂ%ﬁgﬁnﬁk (ASR)
LiZ, B—DETILTER
% ZRHTEDEWVDSEE
M5, 1&@&@’&%&)‘(\,\&3‘
(K1(a)zZ5HR) . mEDES
[N j(iﬁ’f%fdﬂﬁﬂﬁ&é nEE
PECHAMH D FEICKBER
FEZBEUT, KRB EETE
NEEENERINTWET
[3,5,6,7 10,11, 12], #lx

]]Il]l \{l

IMPACT

0.05%
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Minor

CATEGORY

Fluency/Grammar
"—EL/"is a literal
translation and
grammatically awkward
expression. | think "—E&#£®
B BREIMRE" is a better
translation.

SOURCE | TARGET PENALTY

£, Whisper[6](d. 685K
DEEBT Y TEEINTH
D, EENRASRR Y FI—
ZIcBWTEWAbIEREE R18
LEd, —A. USM[9]iZ.
1200 AEE DO SNV LT —
YEMBT BT, BER
SEEMREEERRLTWE

9, LhvLiahss, B—EFI)L
ZRAWCEZERBASRY AT L
DIGAIE. AR E L TKRKEGRR
BZEATWEY, SBEEOHE
EREE, BX0%ikit. E=
DOREREN., —BLIERED
e (SOTA) ZERT B &
EREICLTWET, E5IC,
DY —ZNBERSEEDHRN
EREOEET—YILRITBIR
BEH, B—ETILORRES
BRI Z2ERER>TVWET,

Multilingual automatic speech 1
recognition (ASR) models have
gained significant attention for
their ability to recognize
multiple languages using a
single model [1, 2, 3, 4], as
illustrated in Figure 1(a). Recent
advances have led to
impressive performance in
various languages through
large-scale supervised or self-
supervised pre-training [3, 5, 6,
7, 8,9, 10, 11, 12]. For example,
Whisper [6] is trained on
680,000 hours of weakly
multilingual data, enabling it to
generalize effectively across
standard ASR benchmarks,
while USM [9] leverages 12
million hours of unlabeled data
to achieve robust cross-lingual
performance. Despite these
advances, the application of
multilingual ASR systems with a
single model still faces
significant challenges. Phonetic
differences, syntactic
variations, and vocabulary
disparities across languages
make it difficult to achieve
consistent universal state-of-
the-art (SOTA) performance.
Moreover, imbalances in
training data between high-
resource and low-resource

IMPACT

0.05%



SEVERITY

Minor

CATEGORY

Fluency/Register

This is a literal and
unnatural expression.

SOURCE | TARGET

languages further limit the
single-model solutions.

ZEBEgERERw (ASR)
EFIVIE. B—DETILTEEK
EEAXBHCTETDEVSHEE
Mo, EFEFEZEEDTVWET
(R1(a)Zz5HR), REDES
IC& D, RREGHENH D FE
PEOHEH D FEEICKDEF]
FEZBU T, KRB EETE
nicHENERINTWET
[3, 5, 6,7 10,11, 12], #lx
£, Whisper[6](&. 687K
DEHEET Y TEBINTH
D, EERRASRRY FI—
ZIEEWVWTEWA L EREZ B

ULE9, —A. USM[9]iZ.
1200 AEEEI D SNILIE LT —
SEMET B ET, BELRS
SEMEEZEHRLTVWET, U
NUBHNS, B—ETI/ILZAL
1c%EEASRY AT LADISH
&, IRARE L TKRELRREZRE
ATWEY, SBADOERENE
2 BXOZ&kE. BEOHEE
BEN., —BULEREDMEE
(SOTA) ZERT S &zR
HicLTWET, =5, YV
—ZANEERSEBELBRWER
BOREET—FIcH T B2 9%
M. B—FF)LDOERE % IR
FHDERER > TVWET,

Multilingual automatic speech
recognition (ASR) models have
gained significant attention for
their ability to recognize
multiple languages using a
single model [1, 2, 3, 4], as
illustrated in Figure 1(a). Recent
advances have led to
impressive performance in
various languages through
large-scale supervised or self-
supervised pre-training [3, 5, 6,
7,8, 9,10, 11, 12]. For example,
Whisper [6] is trained on
680,000 hours of weakly
multilingual data, enabling it to
generalize effectively across
standard ASR benchmarks,
while USM [9] leverages 12
million hours of unlabeled data

PENALTY

IMPACT

0.05%
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to achieve robust cross-lingual
performance. Despite these
advances, the application of
multilingual ASR systems with a
single model still faces
significant challenges. Phonetic
differences, syntactic
variations, and vocabulary
disparities across languages
make it difficult to achieve
consistent universal state-of-
the-art (SOTA) performance.
Moreover, imbalances in
training data between high-
resource and low-resource
languages further limit the
single-model solutions.

ZEmBEaERERw (ASR)

EFIVIE. B—DETILTEEK
DEBZRHTEDEVSEE

Mo, EFEBZEEDTVET
(R1(a)z&HR) . REDES
L&D, KIRBELRHBEH D FE
PEOHEH D FEEHICKDEF
FEZBEUT, RABEETE
NiEHENERINTWET

[3, 5, 6,7 10,11,12], #lx

(£, Whisper[6]l&. 68/
DEHEET Y TEBINTH
D. ZEMNRASRR Y FY—

ZIEBWVWTEWA L EREZ RiE
L9, —A. USM[9]id.

1200 AEEEID SNILIE LT —
YEMBT B ET, BERS
EEMREEERBELUTVWET, U
NUBHNS, B—ETI)ILZAL
1c%EEASRY AT LADISH

&, AL L TKRELRREZRE
ATWEXY, SEADOERNE
B, BXOZ&kE., BEOHEE
BREMN, —BUIREDMHERE

(SOTA) ZEMIT B =R
HicLTWET, =5, YV
—ZANEERSBELBRVWERE
BOFEET—FIcH T B 9%
M. B—ETILOERE =
[RIB2EREHG>TWVWET,

Minor Fluency/Register Motivated by these limitations, 1 0.05%
we propose an alternative

strategy that selectively
invokes models based on the
complexity of the input speech.
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Fluency/Register

It should be "TEXZ3DTL £
Sm?n
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In ASR tasks, the recognition
difficulty varies significantly.
Under clean acoustic
conditions with simple
vocabulary, both the SOTA and
regular models typically yield
low word error rates (WER).
However, in noisy or
acoustically challenging
environments, the WER
increases [14, 15, 16, 17], where
robust SOTA models generally
perform better [6]. This
observation raises a key
question: Can we distinguish
between simple and complex
speech inputs and adapt our
ASR system accordingly?

INSOFIKNS, FhfcB ik,
ANBEOEM¥ESICHUTET
Wz BYISERYT 5. B DERS
ZREUVLE T, BE0H
(ASR) DH¥ X7 ICEWT,
RBOHIERIRESCERDZE
I, BERENV VT T, BE
MEBHRIEE, RICH
(SOTA) EFILE—MRIRTE
TILOMA T, BEIXEWEEE
2/hXE (WER) iEsn=x
T, LA L. BENZWVRE
Y. BENICRERIRET
l&. WERN#&EDL %914, 15,
16, 17]c ZD K SRR T
. BEBREHBETILOAN
—MREICENTCEREZRIEL £
9[6]le D EMS, BEER
RENEENFT T, TAfcBid.
BiaEE S EERER DX
EDIF. FNITIHEU TASRY
AT LFEBEIGSEZENTE
3TL&OIN?

Motivated by these limitations, 1
we propose an alternative
strategy that selectively
invokes models based on the
complexity of the input speech.
In ASR tasks, the recognition
difficulty varies significantly.
Under clean acoustic
conditions with simple
vocabulary, both the SOTA and
regular models typically yield
low word error rates (WER).
However, in noisy or

IMPACT

0.05%
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SOURCE | TARGET PENALTY

acoustically challenging
environments, the WER
increases [14, 15, 16, 17], where
robust SOTA models generally
perform better [6]. This
observation raises a key
question: Can we distinguish
between simple and complex
speech inputs and adapt our
ASR system accordingly?

INSOFIKNS, FhfcBid.
ANBEOEMSICHEUTET
Wz BY)ISERT 5. Bl DERS
ZREUVEYT, BE0H
(ASR) D¥ X7 ICEWT,
RBOHIERIRESCERDZE
I, BERREMNV VT T, BE
MEBHRIEE. RICH
(SOTA) EFILE—MRIRTE
TILOMA T, BEIFEVEEE
2/hXE (WER) iEon=x
. LA L. BENZWRE
. BENICRELIRE TR,
WERMN\&N L £9[14, 15, 16,
17]c ZOXKSBIRRATIE. B
EREEIFETETILOHAN—RN
ICENEREEREBELET
[6]le CDZENL, BEERRE
MR ENET, FAfcBid. B
MAEEEEMLAEROXRZ
2lF. FhICIHEUTASRY R
TLAEBEGIETEDZENTE
3TL&SIH?

The results indicate that, due to 1
the selective invocation of
SOTA models, the SIMA model
achieves significant WER
reductions of 18.6%, 9.3%, and
28.2% relative to the base
model on the three datasets.
Furthermore, compared to the
random invocation strategy,
SIMA consistently delivers
lower WER, with improvements
of 6.6%, 4.2%, and 16.8%.
Notably, the improvement on
the FLEURS dataset is
especially significant, as it is
out-of-domain for the base
model but in-domain for the
LID-Top model. These findings
convincingly demonstrate
SIMA's remarkable ability to
precisely determine when to

IMPACT

0.05%
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invoke the SOTA model, thereby
optimizing overall ASR
performance.

ZDERENS. SIMAETIL
&, BEWETIL (SOTAET
) Z @YIICEIRMIC FIE T
32ET R=IAETFTILEHR
LT, 32DF—%tY hT%
n#118.6%. 9.3%. 28.2%
EWS KIBARBEEERMT 5 —3
(WER) DHIBZ&ERLEL
feo EBIC. FVTLRBRETIL
FEIRMEE & LB L T, SIMAE
TIiEF—8B U TIEWWER%Z R
L. ZNZNn6.6%. 4.2%.
16.8%DHENESNFL
fco #5IC. FLEURST—%t v
NMIHITZHEIFEEZETHD.
ZHIERNR—ZEFIIcE->TIE
KHDEHTHBDITH U,
LID-TopETILICE > TIXEE
HROBBTHDHTI, &
hoERIE. SIMAET L
M. BEmRETETILZEWDFIEYT
NENE IEFEICHINT BN
BENEE > TWS T & %#REHEIC
RUTED, Thickbh., 2K
N EE ek ERED RBEL S T
£,
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This tool uses the Multidimensional Quality Metrics (MQM) framework, licensed under CC BY 4.0 by The MQM Council.
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